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Humans solve “algorithmic” problems visually 

● Correct solutions “look” correct

● Solve by looking, very little formal process
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Can we obtain visual problem solving through neural networks?
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Can we obtain visual problem solving through neural networks?
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Pixel input = “visual solving”

No explicit rule constraints

No correctness metric

Network
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Image to Image Translation with pix2pix
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Other applications (Edge2Photo, Aerial2Map, BW2Color)



Application to mazes

Source Target

(10x10)

(8x8)

(5x5)

4000 train, 1000 test for all sizes



Correctness is visually estimated based on L1 loss between generated and ground truth

L1 loss metric 

1.167 2.437 3.242 4.301 4.567 8.170 23.199

IncorrectCorrect

Threshold = 4.5



Initial results

Maze Size L1 Accuracy Mean L1 Loss Median L1 Loss
5x5 .796 3.558 1.874

8x8 .599 5.734 3.154

10x10 .259 9.989 8.769

Prediction

Ground 
Truth



Architectural Solutions: Non-patch based discriminator 
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Architectural Solutions: Multiscale Generator
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Different sized kernels in different encoder streams

Stack encoder features in decoder 



Quantitative Results across Models 

Model L1 Accuracy Mean L1 Loss Median L1 Loss
Baseline .796 3.558 1.874

Global Disc. .814 3.139 1.723

Multiscale Gen. .452 7.526 5.101

Baseline .599 5.734 3.154

Global Disc. .649 5.298 2.683

Multiscale Gen. .123 12.764 12.988

Baseline .259 9.989 8.769

Global Disc. .386 8.653 6.440

Multiscale Gen. .034 18.224 17.167

5x5

8x8

10x10

Size



Ground Truth Baseline Global Disc. Multiscale Gen.

Qualitative Results Across Models



Discussion

Generalization in larger mazes

● 5x5 inherently less available variation in data 

● Could find success with more data or alternate global architecture

Good test result
Closest training 

image Poor test result
Closest training 

image

Mystery: Mistake occurs in similar region 



Future Considerations 

● Transformer: Attention could learn globally for each pixel 

● pix2pixHD: Could help as problem scales visually 

● Diffusion model (ControlNet?): Use generative prior 

● More data: Would help for larger mazes (wary of enumerating all possibilities) 



Thank you!














