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Researchers thus:
- test learning mechanisms
- develop machinery that uses 

statistical regularities
- expect this to work

Sample things 
to learn

Model:

Rich but noisy data for many tasks 
mixed together:



Visual Processing vs. Visual Development

- “The study of vision must therefore include not only the study of how to extract 

from images the various aspects of the world that are useful to us, but also an 

inquiry into the nature of the internal representations by which we capture this 

information [...]” 

– David Marr (1982)

- “All statistical learning depends on both the internal machinery that does the 

learning and the regularities in the data on which that machinery operates.” 

– Smith et al. (2018) 



The analogy of Simon’s Ant

- The complexity of an ant’s path is a combination of its simplistic navigation and the 

complexity of its environment.
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What can infants see? Source: Clinic Compare UK
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- limited visual acuity

- can do little

- what’s in front of their 
face
(normally caregiver 
face)

- close and frontal 
views

- 15 min of face / every 
hour

- see further, and move 
to see far object up 
close 

- crawling creates 
dynamic visual input 
and optic flow

- manipulating for more 
views of the same 
object

- needs to sit up to see 
social partners or 
objects

- walking

- rarely sees other’s 
faces

- other’s hands provide 
manual examples

- 6 min of face / every 
hour



Timing Matters | Congenital Cataracts and Facial Processing
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Who is this?



Who is this?

Source: Sacks, FreePNG, Maurer et al. 2002

Feature Based Processing

“He recognized a portrait of Einstein because he 
picked up the characteristic hair and moustache” 

– Oliver Sacks

Configural Processing

Recognizing faces based on relations between 
features; location and spacing. 



Configural Face Processing and Coherence



Counter | The Molyneaux Problem

- “Would a blind person, on regaining sight, be able to 

immediately visually recognize an object previously 

known only by touch?” 

- Test this ability in 8-17 year children with congenital 

cataracts. 

- Results:
- No immediate transfer; 

- Transfer developed in 5 days!! 

Could we restore the facial abilities through late retraining or do we 
lose it after the critical period?



Limited data and heavy tails! 

- Early experience is highly limited!

- A child typically only a few 

environments and mostly 2-3 people. 

- Very skewed data! 

How do kids learn from this kind of data?

Source: Pintrest



Long-tail distributions are real and difficult! 

Source: LVIS dataset



Infants focus on important objects! 



Limited data and heavy tails! 

- 3 months of development may not 

seem long, but this is a critical period
- 15 min/hr x 12 hr/day: 270 hrs of faces. 

- Sampling is selective: few objects 

appear but they appear frequently.

- Are kids learning common objects or 

sampling learnable objects?



Skewed data and amazing generalization .. how?

- 2yo can generalize a single instance to 

a full category … 1-shot learning! 

- Three interrelated hypotheses:
- Consistency;

- Bootstrapping; 

- Desirable difficulty. 



Three Hypotheses | Consistency

- Rare things don’t matter

- The world will provide a set of repeating and consistent items, the infant learns to 

differentiate between them and slowly grows their classifier. 



Three Hypotheses | Bootstrapping

- Common and understood items help us understand the world better

- Rare items will occur with common items. Knowing the common items helps scaffold 

and structure the learning of rare items. 



Three Hypotheses | Desirable Difficulty

- Difficult environments help you learn more robustly 

- While the infant might only encounter one instance, it can learn a more robust 

model of it by differentiating it from all the clutter. 



Where do we go now? 

- Current approaches are too static:
- Same task,

- Same dataset,

- Same underlying algorithm! 

- How can we take a developmental approach to statistical learning?



Where do we go now?  Starting small

- Early work has shown that:
- Models can benefit from learning from a growing corpus;

- Learning can improve when networks reconfigure or grow!



Where do we go now?  Curriculum Learning

- Maybe we can change the data distribution as we 

learn? 

- Captures the idea of changing the data distribution.



Where do we go now?  Active Learning

- How can we choose the samples we learn from?



Infant’s visual world is very different from a CNN 

Image Source: Deng et al. (CVPR 2009)



Some approaches build on this observation! 

Source: Fish Tung et al. (CVPR 2019)



Datasets that focus on Ego-centric Motion

Source: Ego4D



What are the relevant questions to us?

- Do we need to rethink our architectures?

- Do machines need developmental learning?

- What does development look like for a 

machine? 

- Are critical periods a function of learning or 

human learning? 
- Does omitting a critical period risk catastrophic 

forgetting in a critical domain?


