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a b s t r a c t

We describe a humanoid robot platform — the iCub — which was designed to support collaborative
research in cognitive development through autonomous exploration and social interaction. The
motivation for this effort is the conviction that significantly greater impact can be leveraged by adopting
an open systems policy for software and hardware development. This creates the need for a robust
humanoid robot that offers rich perceptuo-motor capabilities with many degrees of freedom, a cognitive
capacity for learning and development, a software architecture that encourages reuse & easy integration,
and a support infrastructure that fosters collaboration and sharing of resources. The iCub satisfies all of
these needs in the guise of an open-system platform which is freely available and which has attracted a
growing community of users and developers. To date, twenty iCubs each comprising approximately 5000
mechanical and electrical parts have been delivered to several research labs in Europe and to one in the
USA.

© 2010 Elsevier Ltd. All rights reserved.
1. Introduction

Robotics, by definition, takes inspiration from nature and
the humanoid concept is perhaps the best example. When we
consider the possibility of creating an artefact that acts in the
world, we face a preliminary and fundamental choice: efficiency
(achieved by being task-specific) or versatility (achieved by
biological-compatibility development). The first option leads to the
realization of automatic systems that are very fast and precise in
their operations. The limitations of automatic systems are purely
technological ones (e.g. miniaturization). The second option is
whatwe consider to be a humanoid: a biological-like systemwhich
takes decisions and acts in the environment, which adapts and
learns how to behave in new situations, and which invents new
solutions on the basis of the past experience. The fascinating aspect
of the humanoid is the possibility to interact with it: to teach, to
demonstrate, even to communicate. It should be stressed that the
attempt to adopt the strategy of ‘biological compatibility’ does not
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represent an intellectual exercise but is prompted by the idea that
a humanoid interacting with human beings must share with them
representations, motor behaviours and perhaps, even kinematics
and degrees of freedom.

To interact, a humanoid must first act (and not simply move),
perceive, categorize and therefore, understand. These capabilities
cannot arise from pre-compiled software routines. On the con-
trary, they realize themselves through an ontogenetic pathway,
simulating what happens in developing infants. In other words,
humanoids must act in the environment to know it. It should be
stressed that ‘to know the environment’ does not mean to catego-
rize an assembly of static structures and objects but requires, as an
essential requisite, to understand the consequences of generated
actions (e.g. a glass breaks when it falls on the ground). During this
knowledge acquisition, attempts and errors are fundamental be-
cause they increase the field of exploration. This is the main differ-
ence between a humanoid and an automatic system: for the latter,
errors are not allowed by definition.

The developmental process leading to a mature humanoid re-
quires a continuous study of its human counterpart. This study only
partially overlaps with traditional neuroscience, because of its pe-
culiar interdisciplinarity. In otherwords, the synergy betweenneu-
roscience (particularly neurophysiology) and robotics, gives rise to
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Fig. 1. The iCub humanoid robot: an open-systems platform for research in
cognitive development.

a new discipline in which bi-directional benefits are expected. In
fact, this knowledge sharing rewards not only robotics but also
neuroscience since the developing (learning) humanoid forms a
behaving model to test neuro-scientific hypotheses by simplifying
some extremely complex problems. Particularly, it allows what is
not conceivable in human neuroscience: to investigate the effects
of experimental manipulations on developmental processes. This
opens up vast new opportunities for advancing our understanding
of humans and humanoids.

This paper describes the development of the iCub humanoid
robot (see Fig. 1) and our efforts to navigate this unchartered ter-
ritory, aided by a constantly growing community of iCub users and
developers.

The iCub is a 53 degree-of-freedomhumanoid robot of the same
size as a three or four year-old child. It can crawl on all fours and
sit up. Its hands allow dexterous manipulation and its head and
eyes are fully articulated. It has visual, vestibular, auditory, and
haptic sensory capabilities. The iCub is an open systems platform:
researchers can use it and customize it freely since both hardware
and software are licensed under the GNU General Public Licence
(GPL).1

The iCub design is based on a road map of human development
(von Hofsten, Fadiga, & Vernon, in press) (see Section 3). This de-
scription of humandevelopment stresses the role of prediction into
the skillful control of movement: development is in a sense the
gradual maturation of predictive capabilities. It adopts a model of
‘‘sensorimotor’’ control and developmentwhich considers ‘‘action’’
(that is, movements with a goal, generated by a motivated agent
which are predictive in nature) as the basic element of cognitive
behaviours. Experiments with infants and adults have shown that
the brain is not made of a set of isolated areas dealing with percep-
tion or motor control but rather that multisensory neurons are the
norm. Experiments have proven the involvement of themotor sys-
tem, including the articulation of speech, in the fine perception of
themovements of others. The iCub employs a computationalmodel
of affordances which includes the possibility of learning both the
structure of dependences between sets of random variables (e.g.
perceptual qualities vs. action and results), their effective links and
their use in deciding how to control the robot. Affordances form the
quintessential primitives of cognition bymixing perception and ac-
tion in a single concept or representation. It builds on a compu-
tational model of imitation and interaction between humans and

1 The iCub software and hardware are licensed under the GNU General Public
Licence (GPL) and GNU Free Documentation Licence (FDL), respectively.
robots by evaluating the automatic construction of models from
experience (e.g. trajectories), their correction via feedback, tim-
ing and synchronization. This explores the domain between mere
sensorimotor associations and the possibility of true communica-
tion between robot and people. The iCub involved the design from
scratch of a complete humanoid robot including mechanics, elec-
tronics (controllers, I/O cards, buses, etc.) and the related firmware
and it adopted and enhanced open-systems middleware (YARP)
(Metta, Fitzpatrick, & Natale, 2006). Finally, it has resulted in the
creation of a community of active users and researchers working
on testing, debugging, and improving the iCub of the future.

2. Design goals

The design of the iCub started from the consideration that the
construction of cognitive systems could not progress without a
certain number of ingredients: the development of a sound formal
understanding of cognition (Vernon, Metta, & Sandini, 2007), the
study of natural cognition and, particularly important, the study of
the development of cognition (Sandini, Metta, & Konczak, 1997;
von Hofsten, 2003), the study of action in humans by using
neuroscience methods (Fadiga, Fogassi, Gallese, & Rizzolatti, 2000;
von Hofsten, 2004), and the physical instantiation of these models
in a behaving humanoid robot (Metta, Sandini, & Konczak, 1999;
Metta, Sandini, Natale, & Panerai, 2001).

Our research agenda starts from cognitive neuroscience re-
search and proceeds by addressing, for example, the role of ma-
nipulation as a source of knowledge and new experience, as a way
to communicate socially, as a tool to teach and learn, or as a means
to explore and control the environment. We would like to stress
here that collaboration between neuroscience, computer science,
and robotics is truly intended as bi-directional. On one side, the
iCub cognitive architecture is a system as much as possible ‘‘bi-
ologically oriented’’.2 On the other side, real biological systems
were examined according to problems that we deemed important
for elucidating the role of certain behaviours or brain regions in a
larger picture of the brain. Examples of this research are: the ability
to grasp unknown objects on the basis of their shape and position
with one and two hands, to assemble simple objects with plugs,
and to coordinate the use of two hands (e.g. parts mating, handling
of softmaterials). These abilities require visuo-haptic object recog-
nition and multimodal property transfer, visual recognition of the
body gestures of others, imitation of one and two-hand gestures,
and communication and interaction through body and hand ges-
tures.

A no-less-important scientific objective is the study of of the
initial period of human cognitive development and its implemen-
tation on the iCub . Our working method is, in fact, not to pre-
program the cognitive skills outlined earlier but, similarly to what
happens in humans, to implement them into a system that can
learn much like a human baby does. We understand aspects of
human development and can make specific informed choices in
building an artificial adaptable system. For example, developmen-
tal science now points out at how much action, perception and
cognition are tightly coupled in development. This means that
cognition cannot be studied without considering action and em-
bodiment and how perception and cognition are intertwined into

2 It is important to note that biological plausibility or similarity in the iCub is
not intended as a faithful implementation of neural simulations to a very detailed
level.We don’t think that this approach is feasible given the available hardware. The
digital computer is not the brain and it would bewasteful to try to use computers in
this sense. On the other hand, the gross features of the architecture are biologically
plausible by including attention, memory (procedural and declarative), reaching,
grasping, action selection, and affective states.
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development (von Hofsten, 2004). Exemplar experimental scenar-
ios are discovering the action possibilities of the body (the so called
bodymap), learning to control one’s upper and lower body (crawl-
ing, bending the torso) to reach for targets, learning to reach static
and moving targets, and learning to balance in order to perform
stable object manipulations when crawling or sitting. They include
also discovering and representing the shape of objects and discov-
ering and representing object affordances (e.g. the use of ‘‘tools’’).
Interaction with other agents is also important: recognizing ma-
nipulation abilities of others and relating those to one’s own ma-
nipulation abilities, learning to interpret and predict the gestures
of others, learning newmotor skills and new object affordances by
imitating manipulation tasks performed by others, learning what
to imitate and when to imitate others gestures, and learning regu-
lating interaction dynamics. Clearly, this is an ambitious research
programme and it is far from being completed. However, we have
set the basis for a solid development in this direction by providing
the platform and by setting up the whole infrastructure (together
with examples and large parts of this set of behaviours).

To enable the investigation of relevant cognitive aspects of
manipulation the design was aimed at maximizing the number of
degrees of freedom (DOF) of the upper part of the body (head, torso,
arms, and hands). The lower body (legs) were initially designed
to support crawling ‘‘on four legs’’ and sitting on the ground in a
stable position (and smoothly transition from crawling to sitting).
A recent study and consequent modification of the legs allows
bipedal walking, although this is still theoretical since the control
software has not been developed yet. We are also designing a
mobile base (onwheels) for the iCubwhichwill allowmobility and
autonomy (on battery). Mobility, in general, whether on wheels or
by crawling, allows the robot to explore the environment and to
grasp and manipulate objects on the floor. The size of the iCub is
that of a three- to four-year-old child and the total number of
degrees of freedom for the upper body is 41 (7 for each arm, 9
for each hand, 6 for the head and 3 for the torso and spine). The
sensory system includes binocular vision, touch, binaural audition
and inertial sensors. Functionally, the iCub can coordinate the
movement of the eyes & hands, grasp and manipulate lightweight
objects of reasonable size and appearance, crawl on four legs and
sit (Metta, Sandini, Vernon, Natale, & Nori, 2008; Tsagarakis et al.,
0000). Such a tool did not exist prior to the construction of the
iCub even considering the humanoid robotic products developed
recently by Japanese companies (e.g. Sony, Honda, etc.) and it is still
the only complete open-systems humanoid robot available today.

To emphasize again, the design of the iCub places strong em-
phasis on manipulation since neural science tells us a story — a
summary can be found in Arbib (2000) — in which manipulation is
central to human cognition. In fact, manipulation is the way
through which we get to grips with the world, with the concept
of objecthood, with the social environment, and further, if we sub-
scribe to this story, communication to the level of language evolved
out of a process of adaptation of the manual system into the one
that controls speech. Equally important, the iCubhas legs for crawl-
ing which give the robot a chance for building its own experience
by exploring the environment, fetching objects, etc. This raises a
whole new set of issues since the robot has to link the frame of ref-
erence of its perceptual abilities to a moving environment rather
than to the usual fixed one as in many stationary platforms. One
example is in building the understanding of the limits of the robots
own body: in this case, the robot can exploit the fact that its body is
relatively constant over time while the environment has a higher
variability. A high variability in the environment helps in building
this important distinction.

3. Foundations of human development

Our goal in studying the development of early cognition in hu-
mans is to model the relevant aspects of such a process within the
boundaries of an artificial system. In particular, we investigate the
time frame of a developmental process that begins to guide action
by internal representations of upcoming events, by the knowledge
of the rules and regularities of the world, and by the ability to sep-
arate means and end (or cause and effect). We study and model
how young children learn procedures to accomplish goals, how
they learn new concepts, and how they learn to improve plans of
actions. This research is strongly driven by studies of developmen-
tal psychology and cognitive neuroscience and it has resulted in a
physical implementation on the iCub as well as a road map for the
development of cognitive abilities in humanoid robots (von Hof-
sten et al., in press). To a large extent, this road map is a concep-
tual framework that forms the foundation of the iCub project. It
surveys what is known about cognition in natural systems, partic-
ularly from the developmental standpoint, with the goal of iden-
tifying the most appropriate system phylogeny and ontogeny. It
explored neuro-physiological and psychological models of some
of these capabilities, noting where appropriate architectural con-
siderations such as sub-system interdependencies that might shed
light on the overall system organization. It uses the phylogeny and
ontogeny of natural systems to define the innate skills with which
the iCub must be equipped so that it is capable of ontogenetic de-
velopment, to define the ontogenetic process itself, and to show
exactly how the iCub should be trained or to what environments it
should be exposed in order to accomplish this ontogenetic devel-
opment. Finally, it embraces the creation and implementation of an
architecture for cognition: a computational framework for the op-
erational integration of the distinct capabilities and cognitive skills
developed in the project (these will be discussed in the following
sections).

The iCub project takes an enactive approach to the study of
cognition whereby a cognitive system develops it own under-
standing of the world around it through its interactions with the
environment (Maturana, 1970, 1975; Maturana & Varela, 1980,
1987; Paolo, Rohde, & Jaegher, 2008; Thompson, 2007; Varela,
1979, 1992) and for which ontogenetic development is the only
possible solution to the acquisition of epistemic knowledge (the
systems representations). In the enactive approach, cognition is
self-organizing and dynamical and corresponds to the acquisition
(and development) of anticipatory abilities and the development
of an increasing space of interaction between the cognitive agent
and its environment. We take this approach also in interpreting
cognition in biological systems. Consequently, the next important
question is about the principles that govern the ontogenetic de-
velopment of biological organisms (e.g. as in von Hofsten (2004)).
Converging evidence from various disciplines including develop-
mental psychology and neuroscience is showing that behaviour
in biological organisms is organized in primitives that we can
call actions (as distinct from movements or reactions). Actions
are behaviours initiated by a motivated subject, defined by goals
and guided using prospective information (prediction). Elemen-
tary behaviours are thus not reflexes but actions with goals, where
perception and movement are integrated, and they are initiated
because of a motivation and that are guided by and through pre-
diction (von Hofsten, 2004).

To make this more operational and provide a description of
human development, we have to consider three basic elements:

1. What is innate, where do we start from?
2. What drives development?
3. How is new knowledge incorporated, i.e. what are the forces

that drive development?

In looking at the first question, developmental psychologists,
typically refer to innate elements in terms of prenatal prestructur-
ing or the so-called core abilities. Neither is to be imagined like
a rigid determination of perception–action couplings but rather a
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means to facilitate development. Examples can be found in the pre-
structuring of the morphology of the body, in the perceptual, and
in the motor systems.

The motor system requires constraints in order to reduce the
large number of effective degrees of freedom and these constraints
come in the formofmuscular synergies. That is, to facilitate control,
the activation of muscles is therefore organized into functional
synergies at the beginning of life (and they are probably formed
already prenatally (de Vries, Visser, & Prechtl, 1982)). Similarly,
perceptual structuring begins early in ontogenesis by relying on
the interaction between genetic and self-activity factors (Johnson,
1997; Quartz & Sejnowski, 1997; von derMalsburg & Singer, 1988).
In addition to these, prestructuring comes also in the form of
specific core abilities. Spelke (2000) is one of the proponents of
this view. She discusses various aspects that show prestructuring,
such as the perception of objects and the way they move, the
perception of geometric relationships and numerosities, and the
understanding of persons and their actions. An important part of
the core knowledge has to do with people.

Knowing the initial state of the system is only the first step.
A model of human development then requires establishing what
causes it. Motivations come in different forms in the newborn:
social and explorative. The social motive is what puts the infant in
the broader context of other human beings, thus providing further
possibilities for learning, safety, comfort, etc. Communication and
language also develop within the context of social interaction
(Johnson & Morton, 1991).

The third basic element of this summary of humandevelopment
is to show how new knowledge is acquired and incorporated.
The brain is only one side of this process: without interaction
with the environment it would be of little use. Undoubtedly,
the brain has its own dynamics (proliferation of neurons, maps
formation, migration, etc.) but the final product is shaped by the
dynamical interactionwith the environment. Factors like exposure
or deprivation to the environment, the body biomechanics and
body growth are all fundamental to the development of cognition.
For instance, the appearance of reaching depends critically on
the appearance of 3D perception through binocular disparity, on
the emergence of postural control (and muscle strength), on the
separation of the extension–flexion synergies in the arm and hand,
on the perception of external motion, control of the eyes for
tracking and so forth. This is to say that no single factor determines
the appearance of a particular new behaviour and it is therefore
important to model complete systems in order to analyze even
relatively simple cognitive behaviours.

Complementary to developmental studies, neurophysiology is
also helping to show the inextricably complexity of the brain.
Tantalizing results from neuroscience are shedding light on the
mixedmotor and sensory representations used by the brain during
reaching, grasping, and object manipulation. We now know a
great deal about what happens in the brain during these activities,
but not necessarily why. Is the integration we see functionally
important, or just a reflection of evolution’s lack of enthusiasm for
sharp modularity? A useful concept to help understand how such
capabilities could develop is thewell-known theory of Ungerleider
and Mishkin (1982) who first formulated the hypothesis that the
brain’s visual pathways split into two main streams: the dorsal
and the ventral. The dorsal is the so-called ‘‘where’’ pathway,
concernedwith the analysis of the spatial aspects of motor control.
The ventral is related with the ‘‘what’’, that is, the identity of
the targets of action. Milner and Goodale (1995) refined the
theory by proposing that objects are represented differently during
action than they are for a purely perceptual task. The dorsal deals
with the information required for action, whereas the ventral is
important for more cognitive tasks such as maintaining an object’s
identity and constancy. Although the dorsal/ventral segregation is
emphasized by many commentators, it is significant that there is a
great deal of cross talk between the streams (Jeannerod, 1997).

Among the arguments in favour of the ‘pragmatic’ role of
the visual information processed in the dorsal stream are the
functional properties of the parieto-frontal circuits. For reason of
space we cannot review here the functional properties of these
circuits, e.g. that formed by area LIP and FEF, those constituted
of parietal area VIP (ventral intraparietal) and frontal area F4
(ventral premotor cortex) or the pathway that connects area AIP
(anterior intraparietal) with area F5 (dorsal premotor cortex).
The same functional principle is valid, however, throughout these
connections. Area F5, one of themain targets of the projection from
AIP (towhich it sends back recurrent connections), was thoroughly
investigated by Rizzolatti and colleagues (Gallese, Fadiga, Fogassi,
& Rizzolatti, 1996). F5 neurons can be classified in at least two
different categories: canonical and mirror.

Canonical and mirror neurons are indistinguishable from each
other on the basis of their motor responses. Their visual responses,
however, are quite different. The canonical type is active in two
situations: (1) when grasping an object and (2) when fixating that
same object. For example, a neuron active when grasping a ring
also fires when the monkey simply looks at the ring. This could
be thought of as a neural analogue of the ‘‘affordance’’ of Gibson
(Gibson, 1977). The second type of neuron identified in F5, the
mirror neuron (Fadiga et al., 2000), becomes active under either
of two conditions: (1) when manipulating an object (e.g. grasping
it, as for canonical neurons), and (2) when watching someone
else performing the same action on the same object. This is a
more subtle representation of objects, which allows and supports,
at least in theory, mimicry behaviours. In humans, area F5 is
thought to correspond to Broca’s area and there is an intriguing link
between gesture understanding, language, imitation, and mirror
neurons (Fadiga, Craighero, Buccino, & Rizzolatti, 2002; Rizzolatti
& Arbib, 1998). The STS region and parts of TE contain neurons
that are similar in response to mirror neurons (Perrett, Mistlin,
Harries, & Chitty, 1990). They respond to the sight of the hand;
the main difference compared to F5 is that they lack the motor
response. It is likely that they participate in the processing of the
visual information and then communicate with F5 (Gallese et al.,
1996), most likely via the parietal cortex.

Studying the motor system is consequently a complete activity
involving sensorimotor loops which have a role in the recognition
of objects (Sakata, Taira, Kusunoki, Murata, & Tanaka, 1997), of
actions (Rizzolatti, Fadiga, Gallese, & Fogassi, 1996), in planning
and understanding the intentions of others (Fogassi et al., 2005)
as well as in language (D’Ausilio et al., 2009; Fadiga et al., 2002).
The involvement of the motor areas during observation of actions
has been recently analyzed in human subjects using the H-reflex
and TMS-evoked motor potentials (Borron, Montagna, Cerri, &
Baldissera, 2005; D’Ausilio et al., 2009). It has been shown that the
so-called ‘‘motor resonance’’ phenomenon (Gallese et al., 1996) is
not relegated to the cortex but, rather, it spreads far deeper than
initially thought. It has been shown that the spinal cord excitability
is modulated selectively under threshold by the observation of
others. In particular, in this experiment, the excitability of the
spinal cord was assessed and it was determined to reflect an
anticipatory pattern similar to the actual muscular activation with
respect to the kinematics of the action.

These studies in neuroscience provided the requirements and
boundary condition for the design and implementation of the
iCub cognitive architecture. This architecture was initially loosely
modelled after the ‘‘global workspace architecture’’ of Shanahan
(2005a, 2005b, 2006) but later evolved into something different
which is unique to the iCub .

This work on neurosciencewas complemented by other studies
in developmental psychology which culminated in a road map for
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the development of cognitive abilities in humanoid robots based on
the ontogeny of human neonates. This road map also defines a set
of scenarios and empirical tests for the iCub cognitive architecture.
The main idea is to be able to test the iCub in the same manner as
a developmental psychologist would test an infant in a laboratory
experiment.

4. Specific results

In this section, we summarize the main results to convey some
of the most exciting features of the iCub . We begin by describing
briefly the physical iCub platform and its software architecture
before focussing on sensorimotor coordination, manipulation and
affordances, and imitation & communication.

4.1. Mechatronics of the iCub

The iCub is approximately 1m tall and weighs 22 kg. From the
kinematic and dynamic analysis, the total number of degrees of
freedom for the upper bodywas set to 38 (7 for each arm, 9 for each
hand, and 6 for the head). The hands each have three independent
fingers and the fourth and fifth to be used for additional stability
and support (only one DOF overall). They are tendon driven, with
most of the motors located in the forearm. For the legs the simula-
tions indicated that for crawling, sitting and squatting a 5 DOF leg
is adequate. However, it was decided to incorporate an additional
DOF at the ankle to support standing and walking. Therefore each
leg has 6 DOF: these include 3 DOF at the hip, 1 DOF at the knee and
2 DOF at the ankle (flexion/extension and abduction/adduction).
The foot twist rotation was not implemented. Crawling simulation
analysis also showed that for effective crawling a 2DOFwaist/torso
is adequate. However, to support manipulation a 3 DOF waist was
incorporated. A 3 DOF waist provides increased range and flexibil-
ity of motion for the upper body resulting in a larger workspace
for manipulation (e.g. when sitting). The neck has a total of 3 DOF
and provides full head movement. The eyes have further 3 DOF to
support both tracking and vergence behaviors.

From the sensory point of view, the iCub is equipped with dig-
ital cameras, gyroscopes and accelerometers, microphones, and
force/torque sensors. A distributed sensorized skin is under de-
velopment using capacitive sensors technology. Each joint is in-
strumented with positional sensors, in most cases using absolute
position encoders. A set of DSP-based control cards, custom-
designed to fit the iCub , takes care of the low-level control loop in
real-time. The DSPs communicate with each other via a CAN bus.
Four CAN bus lines connect the various segments of the robot. All
sensory and motor-state information is transferred to an embed-
ded Pentium based PC104 card that handles synchronization and
reformatting of the various data streams. Time consuming compu-
tation is typically carried out externally on a cluster of machines.
The communication with the robot occurs via a Gbit Ethernet con-
nection.

The iCub is equipped with an umbilical cord which contains
both an Ethernet cable and power to the robot. At this stage
there is no plan for making the iCub fully autonomous in terms of
power supply and computation (e.g. by including batteries and/or
additional processing power on board).

Certain features of the iCub are unique. Tendon driven joints
are the norm both for the hand and the shoulder, but also in the
waist and ankle. This reduces the size of the robot but introduces
elasticity that has to be considered in designing control strate-
gies where high forces might be generated. The hand, for exam-
ple, is fully tendon-driven (see Fig. 2). Seven motors are placed
remotely in the forearm and all tendons are routed through the
wristmechanism (a 2DOFdifferential joint). The thumb, index, and
middle finger are driven by a looped tendon in the proximal joint.
Fig. 2. Thehandof the iCub , showing someof the tendons, the sensorized fingertips
and the coating of the sensors of the palm (108 taxels overall). Tendons are made
of Teflon-coated cables sliding inside Teflon coated flexible steel tubes.

Motion of the fingers is driven by tendons routed via idle pul-
leys on the shafts of the connecting joints. The flexing of the fin-
gers is directly controlled by the tendons while the extension is
based on a spring return mechanism. This arrangement saves one
cable per finger. The last two fingers are coupled together and
pulled by a single motor which flexes 6 joints simultaneously. Two
more motors, mounted directly inside the hand, are used for ad-
duction/abduction movements of the thumb and all fingers except
the middle one which is fixed with respect to the palm. In sum-
mary, eight DOF out of a total of nine are allocated to the first three
fingers, allowing considerable dexterity. The last two fingers pro-
vide additional support to grasping. Joint angles are sensed using a
custom-designed Hall-effect-magnet pair. In addition room for the
electronics and tactile sensors has been planned. The tactile sen-
sors are under development (Maggiali et al., 2008). The overall size
of the palm has been restricted to 50 mm in length; it is 34 mm
wide at thewrist and 60mmat the fingers. The hand is only 25mm
thick.

4.2. Software architecture

Considerable effort went into the development of a suitable
software infrastructure. The iCub software was developed on top
of YARP (Fitzpatrick, Metta, & Natale, 2008). The iCub project
supported a major overhaul of the YARP libraries to adapt to a
more demanding collaborative environment. Better engineered
software and interface definitions are now available. YARP is a set
of libraries that supports modularity by abstracting two common
difficulties in robotics: namely, modularity in algorithms and in
interfacing with the hardware. Robotics is perhaps one of the most
demanding application environments for software recyclingwhere
hardware changes often, different specialized OSs are typically
encountered in a context with a strong demand for efficiency. The
YARP libraries assume that an appropriate real-time layer is in
charge of the low-level control of the robot and instead takes care
of defining a soft real-time communication layer and hardware
interface that is suited for cluster computation. YARP also takes
care of providing independence from the operating system and
the development environment. The main tools in this respect are
ACE (Huston, Johnson, & Syyid, 0000) and CMake. The former is
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an OS-independent communication library that hides the quirks of
interprocess communication across different OSs. CMake is a cross-
platform make-like description language and tool to generate
appropriate platform specific project files.

YARP abstractions are defined in terms of protocols. The main
YARP protocol addresses inter-process communication issues. The
abstraction is implemented by the Port C++ class. Ports follow
the observer pattern by decoupling producers and consumers.
They can deliver messages of any size, across a network using a
number of underlying protocols (including shared memory when
possible). In doing so, Ports decouple as much as possible (as
function of a certain number of user-defined parameters) the
behavior of the two sides of the communication channels. Ports can
be commanded at run time to connect and disconnect.

The second abstraction of YARP concerns hardware devices. The
YARP approach is to define interfaces for classes of devices to wrap
native code APIs (often provided by the hardware manufactures).
Change in hardware will likely require only a change in the API
calls (and linking against the appropriate library). This easily
encapsulates hardware dependencies but leaves dependencies in
the source code. The latter can be removed by providing a ‘‘factory’’
for creating objects at run time (on demand). The combination of
the port and device abstractions leads to remotable device drivers
which can be accessed across a network: e.g. a grabber can send
images to a multitude of listeners for parallel processing.

Overall, YARP’s philosophy is to be lightweight and to be ‘‘gen-
tle’’ with existing approaches and libraries. This naturally excludes
hard real-time issues that have to be necessarily addressed else-
where, likely at the OS level.

4.3. Sensorimotor coordination models

The iCub’s cognitive capabilities depend greatly on the devel-
opment of sensorimotor coordination and sensorimotor mapping.
At the outset, we identified how the sensorimotor system is de-
termined by biology, how this is expressed in development, and
how experience enters into the process in forming reliable and so-
phisticated tools for exploring andmanipulating the outsideworld.
Our particular concern here is to identify the sensory informa-
tion (visual, proprioceptive, auditory) that is necessary to organize
goal-directed actions. As with everything else, these issues are first
investigated in humans and then used to define the iCub’s cogni-
tive architecture. The research on sensorimotor coordination has
two distinct themes.
1. Modelling how sensorimotor systems evolve from sets of rela-

tively independent mechanisms to unified functional systems.
In particular, we study and model the ontogenesis of looking
and reaching, for example by asking the following questions:
how does gaze control evolve from the saccadic behaviour of
newborns to the precise anddynamicmode of control that takes
into account both the movement of the actor and the motion of
objects in the surrounding? How does reaching evolve from the
crude coordination in newborns to the sophisticated and skillful
manipulation in older children? In addition, wemodel how dif-
ferent sensorimotor maps (for gaze/head orienting, for reach-
ing, for grasping, etc.) can be fused to forma subjectively unitary
perception/action system. We look also at how the brain coor-
dinates different effectors to form a ‘‘pragmatic’’ representation
of the externalworld using neurophysiological, psychophysical,
and robotics techniques.

2. Modelling the role of motor representation as tools serving
not only action but also perception. This topic, on which we
will expand later in the paper, clearly benefits from a unifying
vision based on the idea that the motor system (at least at
its representational level) forms the ‘‘active filter’’ carving out
passively perceived stimuli by means of attentional or ‘‘active
perception’’ processes.
The postulate that action and perception are interwoven with
each other and form the basis of higher cognition is in contrastwith
the established modular view according to which perceptually-
related activity in motor systems could still be accounted for in
the sense of bottom–up effects. As the importance of sensory input
on the control of actions is widely agreed upon, an evaluation of,
and, eventually, decision between, the two alternative positions
critically depends on the question whether activity in motor
systems is relevant for perception and comprehension.

In summary, along these lines we realized a layered controller
system for the iCub including:

1. Spinal behaviours: e.g. rhythmic movement and basic synergies,
force feedback. We developed an architecture for the genera-
tion of discrete and rhythmic movements where trajectories
can be modulated by high-level commands and sensory feed-
back (Degallier et al., 2008).

2. Eye movements and attention: an attention system was devel-
opedwhich includes sensory input processing (vision and audi-
tion), eye–neck coordination, eye movements (smooth pursuit,
saccades, VOR and vergence). Methods for tracking behind oc-
clusions have been also investigated (Ruesch, Lopes, Hornstein,
Santos-Victor, & Pfeifer, 2008).

3. Reaching and body schemas: a robust task-space reaching con-
troller has been developed and methods for learning internal
models tested. Specifically, generic inverse kinematics models
and human-like trajectory generation has been implemented
for the iCub by taking into account various constraints such as
joint limits, obstacles, redundancy and singularities (Pattacini,
Nori, Natale, Metta, & Sandini, in press).

4. Grasping: finally, based on reaching and orienting behaviours,
a grasping module has been implemented. This allows the
coordination of looking (for a potential target), reaching for it
(placing the hand close to the target) and attempting a grasping
motion (or another basic action).

The investigation from a neuroscientific perspective of senso-
rimotor representations and their role in cognitive functions con-
tributed directly to the implementation of sensorimotor skills in
the iCub based on a biologically plausible model for object in-
teraction and the recognition of actions in others. Many experi-
mental techniques and approaches have been used to pursue this
goal. In particular, we conducted electrophysiological experiments
on both humans and animals (transcranial magnetic stimulation,
single neuron recordings), brain imaging experiments (functional
magnetic resonance, near infrared spectroscopy), kinematics and
gaze tracking recordings, behavioural experiments on both normal
individuals and patients (autistic children and frontal aphasic pa-
tients). These contributions served to clarify the strict interdepen-
dence between themotor command and the sensory consequences
of action execution and its fundamental role in the building and de-
velopment of cognitive functions.

For example, functional brain studies showed that the human
mirror system responds similarly to the primate mirror neuron
system, and relies on an inferior frontal, premotor, and inferior
parietal cortical network. Furthermore, this mirror system is more
activated when subjects observe movements for which they have
developed a specific competence or when they listen to rehearsed
musical pieces comparedwithmusic they had never played before.
Though humans rely greatly on vision, individuals who lack sight
since birth still retain the ability to learn actions and behaviours
from others. To what extent is this ability dependent on visual
experience? Is the human mirror system capable of interpreting
nonvisual information to acquire knowledge about others? It turns
out that the mirror system is also recruited when individuals
receive sufficient clues to understand themeaning of the occurring
action with no access to visual features, such as when they only
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listen to the sound of actions or to action-related sentences. In
addition, neural activity in the mirror system while listening to
action sounds is sufficient to discriminate which of two actions
another individual has performed. Thus, while these findings
suggest that mirror system may be activated also by hearing, they
do not rule out that its recruitment may be the consequence of a
sound-elicited mental representation of actions through visually-
based motor imagery.

We used functional magnetic resonance imaging (fMRI) to ad-
dress the role of visual experience on the functional development
of the human mirror system. Specifically, we determined whether
an efficient mirror system also develops in individuals who have
never had any visual experience. We hypothesized that mirror ar-
eas that further process visually perceived information of others’
actions and intentions are capable of processing the same informa-
tion acquired through nonvisual sensory modalities, such as hear-
ing. Additionally, we hypothesized that individuals would show a
stronger response to those action sounds that are part of their mo-
tor repertoire.

To this purpose, we used an fMRI sparse sampling six-run block
design to examine neural activity in blind and sighted healthy vol-
unteers while they alternated between auditory presentation of
hand-executed actions (e.g., cutting paper with scissors) or envi-
ronmental sounds (e.g., rainstorm), and execution of a ‘‘virtual’’
tool or objectmanipulation task (motor pantomime). Results show
that in congenitally blind individuals, aural presentation of fa-
miliar actions compared with the environmental sounds elicited
patterns of neural activation involving premotor, temporal, and
parietal cortex, mostly in the left hemisphere, similar to those
observed in sighted subjects during both aural and visual presen-
tation. These findings demonstrate that a left premotortemporo-
parietal network subserves action perception through hearing in
blind individuals who have never had any visual experience, and
that this network overlaps with the left-lateralized mirror system
network that was activated by visual and auditory stimuli in the
sighted group. Thus, the mirror system can develop in the absence
of sight and can process information about actions that is not vi-
sual. Further, the results in congenitally blind individuals unequiv-
ocally demonstrate that the sound of an action engages human
mirror system brain areas for action schemas that have not been
learned through the visual modality.

Along the same line of investigation, we asked whether other
people’s actions are understood by projecting themonto one’s own
action programs and whether this mode of control functions in
infants. The gaze and hand movements of both adults and infants
were measured in two live situations. The task was either to move
an object between two places in the visual field or to observe
the corresponding action performed by another person. When
the subjects performed the action, infants and adults behaved
strikingly similar. They initiated the hand and gaze movements
simultaneously and gaze arrived at the goal ahead of the hand.
When observing such actions, the initiation of the gaze shifts was
delayed relative to the observed movement in both infants and
adults but gaze still arrived at the goal ahead of the hand. The
infants’ gaze shifts, however, were more delayed at the start, less
proactive at the goal, and showed kinematic variability indicating
that this mode of functioning is somewhat unstable in 10-month-
old infants. In summary, the results showed that both adults and
infants perceive the goal of the action and move gaze there ahead
of time, but they did not support the idea of a strict matching
of the kinematics between the eye movements carried out when
performing and observing actions.

4.4. Object affordances

The term affordance was originally used by Gibson to refer to
all ‘‘action possibilities’’ on a certain object, with reference to the
actor’s capabilities. Thus, a chair is only ‘‘sit-able’’ for a perceiver of
a certain height. However, whether an affordance is exploited by a
perceiver or not has to do with the goals, values, and interests of
this perceiver.

Building on the sensorimotor coordination, the iCub can also
develop the ability to learn the affordances of objects. Specific
models of how the primates brain represents affordances were
considered (for example the parietal-frontal circuit) as well as
results from psychological sciences. Specifically, we investigated
what exploratory behaviours support the acquisition of affor-
dances and what is the relevant information (visual, haptic, motor,
etc.).Wedeveloped amodel of the acquisition of object affordances
and how the motor information enters into the description of per-
ceptual quantities. In analogy to what is observed in the brain, we
also investigated how the definition of purpose (or goal) partici-
pates in the representation of the actions an object affords.

Humans learn to exploit object affordances throughout their
entire life but not all are learnt autonomously. A large set is con-
veyed by social means either by communication or by observing
others actions. Due to the complexity of the human developmen-
tal process, it is difficult to separate the importance of learning by
exploration and learning from others. Furthermore, learning from
others may sometimes just be a question of highlighting a cer-
tain affordance. Notwithstanding this, we distinguish two means
of acquisition of object affordances: that is, self-exploration (au-
tonomous learning) and by observation (learning from examples).
From a developmental perspective, it is natural to consider that
self-exploration precedes the observation stage, though they are
not simply sequential stages. Learning by observation requires
someminimal capabilities, such as object and action recognition, in
order to infer other agents’ actions on objects, which are capabil-
ities acquired by previous self-interaction with the environment.
Therefore, for learning affordances, it is essential to be able to lo-
cate objects in the environment and execute goal-directed motor
actions over objects. Much of the work on sensorimotor coordi-
nation focuses on the development of capabilities for controlling
one’s own actionswhich constitutes an important part of the prim-
itives for the acquisition of object affordances. After the system
has acquired the capability to coordinate movements with respect
to sensory information, it can start interacting with objects and
understanding its interface—how to grab the object, what are the
effects of certain applied actions. Then, the system may start rec-
ognizing and interpreting other agents interactingwith similar ob-
jects, learning other object affordances and interpreting activities.
These capabilities have an important relationship with the devel-
opment of imitation and gesture communication (to be described
below).

For learning affordances, we use Bayesian Networks (BN) to
model the dependencies between robot actions, object character-
istics, and the resulting effects (Montesano, Lopes, Bernardino, &
Santos-Victor, 0000). Briefly, a BN is described by a set of nodes
that represent random variables, a set of directed arcs that encode
conditional dependencies and a set of conditional probability dis-
tributions. A BN encodes causality since an arc from a node X to
a node Y can be interpreted as X causes Y . We assumed that the
iCubhas developed certain skills prior to be able to learn affordance
(as described in Section 4.3): a motor repertoire (A), perhaps de-
rived from experience, an object feature repertoire (F ) also poten-
tially acquired via object manipulation and the effects (E) resulting
from manipulating the environment.

The interaction of the iCub with the environment is therefore
formalized in using one action a from A on certain objects with fea-
tures F (or a subset of them) to obtain effects e from E. This infor-
mation can be used to estimate the BN structure and parameters
using different learning algorithms. These parameters can be up-
dated online as the robot performs more experiments. Also, they
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Fig. 3. (a) General affordance scheme relating actions, objects (through their
characteristics) and the resulting effects. (b) A particular BN encoding affordances.

Table 1
Using affordances for prediction, recognition, and planning.

Inputs Outputs Function

(O, A) E Predict effect
(O, E) A Recognize action & planning
(A, E) O Object recognition & selections

can be updated by observation of other agents. Examples are
shown in Fig. 3.

This model has some nice properties; for example, affor-
dances can be learned autonomously by experience and by self-
observation, restricting the update of the probability distributions.
Features can be either selected or ignored, depending on their
salience, and the model can be used to perform prediction, recog-
nition, and planning, depending on how the affordance network
is traversed. This traversal is based on probabilistic queries. These
queries may take as input any combination of actions, objects and
features and compute conditional distributions of one or more of
the other variables. Table 1 summarizes some of the basic opera-
tions that can be performed with the network.

Based on this previous model, we have performed several
experiments with the robotic platform shown in Fig. 4. We used a
playground scenario consisting of several objects with two shapes
(box and ball), different sizes and colours. The iCub was able to
perform three different actions: grasp, tap and touch. An example
of an affordance network is shown in Fig. 5. These results show
how the model is able to capture the basic object behaviour under
different actions. For instance, colour is irrelevant in our setup. The
shape has an effect on the object velocity (OV ) and distance (Di)
since tapping a ball or a box results in different effects (boxes do
not roll). As expected, the hand velocity (HV ) only depends on the
selected action. The object hand distance (Di) also depends on the
size since very big objects cannot be grasped by the robot. It is
important to note that these relations are shaped by the experience
of the robot and by its current skills. Another important property
is that the detection of object features and effects is not perfect
and the system has to cope with errors. In the same way, the
same action on the same object does not always produce the same
results. The probabilistic representation inherent to BN allows
capturing and coping with this uncertainty.

4.5. Imitation and communication

Progress has also been made in integrating imitation and com-
munication in an ontogenetic framework on the iCub platform. Im-
itation plays a central role and communication is strongly related
to imitation as regards social cues, turn-taking, and communica-
tive functions. Our particular concern here are the cognitive skills
required for imitative behaviours and the cognitive skills required
for communicating through body gestures. We also investigated
the regulation of interaction dynamics of social interaction dur-
ing human–robot play and its development in ontogeny. The pre-
requisites for interactive and communicative behaviour grounded
Fig. 4. The playground for the robot contains objects of several sizes, colours and
shapes. Protocol: the object to interact with is selected manually, the action is
random (from the set of actions A). Object properties are recorded when the hand
is not occluding the object. The effects are recorded later and then the robot hand
goes open loop to a resting position.

Fig. 5. Learned network. The variables represent A action, C object colour, Sh object
shape, S object size, OV object velocity profile, HV hand velocity profile, Di hand
object distance profile.

in sensorimotor experience and interaction histories were inves-
tigated and developed with specific consideration of interaction
kinesics (including gestures, synchronization and rhythms of
movements etc.). Social drives for interaction, imitation and com-
munication were considered to make use of non-verbal social cues
in ontogeny in the course of human–robot interaction.

This work relies on fairly sophisticated cognitive skills which
include the ability to recognize and interpret somebody else’s ges-
tures in terms of its own capabilities (mirror effects), the ability to
learn new gestures on the basis of the observation of those in other
individuals, and the ability to recognize the purpose of other peo-
ple’s gestures, such as the goal of manipulating objects in a certain
specific way. It also relies on the ability to predict the result of a
demonstratedmanipulation task and to use this ability to discrimi-
nate between good and poor demonstrations ofmanipulation tasks
based on their affordances. Finally, the ability to decide what part
of the demonstration is relevant to imitation is required.

Prerequisites to these skills are the skillful control of arms and
body in order to produce communicative gestures reflecting com-
municative timing or turn-taking, tracking and recognizing some-
one else’s gestural timing, synchrony, and social engagement, to
generalize and acquire simple communicative behaviours making
use of social cues, to respond adequately to timing and gesturing
of an interaction partner, and to harness turn taking as the under-
lying rhythm of gestured communication. That is, both the static
aspect of recognition of actions and their social and temporal qual-
ities have to bemastered before proper imitation and communica-
tion can happen.

A large part of this iCub work took a human–robot interaction
perspective to analyzing anddeveloping controllers to enhance hu-
man–robot communication. This work addressed the above delin-
eated goals of determining the role that timing, social cues, and
gesture recognition play in human–robot communication. Further,
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progress on the development of algorithms for imitation learn-
ing was made by extending work on statistical estimate of mo-
tion dynamics to allow robust estimation of arbitrary non-linear
autonomous dynamical systems.

A number of human studies on various topics pertaining
to the basis of human–human communication and imitation
were also conducted. These studies focused on the observa-
tion–action/perception–action loop for both basic motor tasks and
high-level cognitive tasks, such as speech production and percep-
tion. In addition, the project conducted a user-study to delineate
the variables controlled during imitation of simple goal-directed
arm reaching motion. This study informed the development of a
computational model of reaching movement that uses the same
non-linear dynamical form as that used in the robotics imitation
work mentioned above. Further experiments were directed at de-
termining the role of Broca’s area in the perception of various types
of events (biological vs. non-biological) but also on the involve-
ment of the motor system in the perception of speech and in inter-
personal interaction under the influence of a reward.

In particular, one quite fundamental experiment (D’Ausilio
et al., 2009) has shown that listening to speech recruits a network
of fronto-temporoparietal cortical areas. Classical models consider
anterior (motor) sites to be involved in speech productionwhereas
posterior sites are considered to be involved in comprehension.
This functional segregation is challenged by action perception
theories suggesting that brain circuits for speech articulation and
speech perception are functionally dependent. Although recent
data show that speech listening elicits motor activities analogous
to production, it’s still debatedwhethermotor circuits play a causal
contribution to the perception of speech.

Here, we set out to investigate the functional contributions
of the motor-articulatory systems to specific speech-perception
processes. To this end, a cross-over design orthogonalizing the
effect of brain-phonology concordance with those of linguistic
stimuli and TMS loci was chosen. Phonemes produced with
different articulators (lip-related: [b] and [p]; tongue-related: [d]
and [t]) were presented in a phoneme discrimination task. The
effect of TMS to lip and tongue representations in precentral cortex,
as previously described by fMRI, was investigated. Double TMS
pulseswere applied just prior to stimuli presentation to selectively
prime the cortical activity specifically in the lip (LipsM1) or tongue
(TongueM1) area. Behavioural effects were measured via reaction
times and error rates.

Reaction time performance showed a behavioural double
dissociation between stimulation site and stimulus categories.
Reaction time change of phonological decisions induced by TMS
pulses to either the TongueM1 or LipM1 showed opposite effects
for tongue- and lip-produced sounds. Therefore, the stimulation of
a givenM1 representation led to better performance in recognizing
speech sounds produced with the concordant effector compared
with discordant sounds produced with a different effector. These
results provide strong support for a specific functional role of
motor cortex in the perception of speech sounds. In parallel, we
tested whether TMS was able to modulate the direction of errors.
Errors were grouped in two classes: lip-phoneme errors (L-Ph-
miss) and tongue-phoneme errors (T-Ph-miss).

The double dissociation we found in the present work provides
evidence that motor cortex contributes specifically to speech
perception. As shown by both RTs and errors, the perception of
a given speech sound was facilitated by magnetically stimulating
themotor representation controlling the articulator producing that
sound, just before the auditory presentation. Biologically grounded
models of speech and language have previously postulated a
functional link between motor and perceptual representations of
speech sounds. We demonstrate here for the first time a specific
causal link for features of speech sounds. The relevant areas in
motor cortex seem to be also relevant for controlling the tongue
and lips, respectively.
5. Conclusion

To the best of our knowledge, the iCub cognitive humanoid
robot is at the forefront of research in developmental robotics. The
iCubwas designed completely from scratch—mechanics, electron-
ics, firmware, and software — specifically with the requirements of
developmental cognition inmind. Its design is based on a roadmap
of human development (von Hofsten et al., in press) which already
contains a full-fledged program of empirical research that may
keep scientists busy for many years to come. This description of
human development stresses the role of prediction into the skillful
control of movement: development is in a sense the gradual mat-
uration of predictive capabilities. It incorporates a model of senso-
rimotor control and development which considers action (that is,
movements with a goal, generated by amotivated agent which are
predictive in nature) as the basic element of cognitive behaviours.
Experiments with infants and adults have shown that the brain is
notmade of a set of isolated areas dealingwith perception ormotor
control but rather thatmultisensory neurons are the norm. Experi-
ments have proven the involvement of themotor system in the fine
perception of others movements including speech. The iCub uses a
computational model of affordances which includes the possibil-
ity of learning both the structure of dependences between sets of
random variables (e.g. perceptual qualities vs. action and results),
their effective links and their use in deciding how to control the
robot. Affordances are the quintessential primitives of cognition by
mixing perception and action in a single concept (representation);
this representation has facilitated the creation of a computation
model of imitation and interaction between humans and robots
by evaluating the automatic construction of models from experi-
ence (e.g. trajectories), their correction via feedback, timing and
synchronization. This explores the domain between mere sensori-
motor associations and the possibility of true communication be-
tween robot and people. Finally, the iCub project has given rise to
a large and growing community of highly-active users, develop-
ers, and researchers drawn from many disciplines, all committed
to creating the iCub of the future.

Although much is still to be done to implement the cognitive
skills described in our road map of human development (von
Hofsten et al., in press), we believe the iCub to be a milestone in
cognitive systems research by providing a solid framework for the
community at large and for the first time providing opportunities
for widespread collaborative progress. This is possible because of
the opportunity of creating critical mass, using a common robotic
platform and common software architecture, with the availability
of technical support from an enthusiastic multidisciplinary team
of developers, researchers and cognitive scientists. This places the
iCub at the forefront of research in cognitive systems and robotics
and fosters truly international collaboration by its adoption of the
Open Source model.
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